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| \ create a socket-like connection
TE; ass:}fiative mechanism allows zz;ﬁrsiti? frl Peerspaces e

bi on the contents of the messages rather th P

e f : an PeerSpaces assumes an i

”l‘: ¥ Bem;}s;?zso:s?c:ih:; li?:ziler: Moreover, the vices. Thus, there is noﬁf}r)::t:llfm‘ﬂ:i i il

B ironicotion ame uples automati- hosts may connect or disconnect at a,:n s

R mo(;xixlg processes. All' usual in ad hoc settings, two hosts canycrt:mment'. 24

E - oot i ok a‘ems.yst;ems, since When their wireless interfaces are in the Sa.!lnn ml?n:‘c'ate

Qi cicned by v Ng ic and short- ’:’h; (rinodel does not assume any centralizedes;}l(l:::réll:li
nd does not promise to provide any kind of shared

s
| [rnditional Linda systems, li memo. i
! ike TSpax ry abstraction enc i
ihnces [10], the tuple spa/ée is a cepntcreaslizz] and Tygtead, it fosters a peeroégpa::mg e
1 dalta structure that runs in a pre-defined ::r tion, where any connected nf’)der l:.:i;l of computa-
piovider. In the base station scenario thi - bilities. Furth € salie.capa:
cenario t| - ermore, host: i
li}{ be located in the fixed network }EZVSVZC;? using a decentralized’ lookspczsn‘/iilcs: ove(ri T:;Ch el
mration in ad hoc mode is a requi ; ’  municate usi A and thel com-
> equirement, thi ng remote primitives.
it 18 not available, since i i ey T i
, since in this case the fixed in he main concepts used in Pe
I i - X erS
Q:lur": simply does not exist. This suggests that lowiig skt ok
“ bclllezlt/sgrver implementations of Linda are
il e to ad hoc scenarios, since th
L ¢ arios, ey assume Hosts The
lil coupling between client and servers and the Vices. Each hm()del assumes that hosts are mobile de-
1ont availability of th e - ost has its own local tupl
y of the latter. running process. A host is writt huf e space and a
: . - is written hy[ P, T'], where h
B e formolizes our attempts to customize is the name of the host, P is tke prf)ces:s r], i e'
lupt shared spac inati the host, T is its local R e
N p Z §oordmatlon models to ap- of the hg t ocal tuple space, and g is the group
( ving mobile devices with ad h Bt
\pabilities. The model formalized i oc net- The host-level
. malized : evel tuple space h i
I'eorSpaces, has primitives for 1:callnazl:f paper, First, it is used for local Eoordi?lsa:i}gee 22 e
iiication, process mobility and service 1rerE0te running in the host. Second, it is us:dafm Sy
10 answer the new requirements osedog UP. munication, since there are 1primitiv o B
bile computing systems, PeerSpalZ:es dep{;;;: retrieve and output messages in thzssgla‘c;he randeI =
ilitional client/server archi hosts. Third, it i : e of remote
; itect it is used to
[ I .completely decentralized onf; uIrIelst;nd p:leh retrieve the ;esults of lookugszlLfg Testxtrces A
ilo (or peer) has the same Capa:bilitie: . .e], any entity available in the hoqst thgst.; -
I, thared space provider and as router ,OéflCtmg to other hosts, such as files, data }?arsan bedus?ﬁﬂ
I order to provi de support mes- ete. Resources in P 4 t 'ware devices
& . in PeerSpace
pp o operation in whose fields describes thre; at:rié‘:)ftgse?fli(}il o
e resource.

inde, service lookup is distrib
2 uted along the [y

iidl does not require an; i ) Finally, a looku; i

y previous ki : p query is a

Hopology. nowledge  the network to discover resour‘i:‘;:ry Bl e
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tach completely from the fixed infrastructure and o
tablish transient and opportunistic connections will
The growing success of wireless ad hoc networks and other devices that are in communication range.
portable hardware devices presents many interesting Designing applications on these dynamic and fluld
prol?lerx?s to softwar'e engineers. Particular, coordi- potworks presents many interesting problems 2],
nation 1s & cl.mllengmg task, since :.zd.hoc netwv:)rks Particularly, coordination is 2 challenging task. Sindt
are characterized by very opportunistic connections , yser can find itself in 2 different network at any mo
and rapidly changing topologies- This paper presents nent, the services available to him change along thi
the formal sem:‘mtlcs of a coordination model, .called time. Thus, computation should not rely on any pré
Peer.Spaces, desxg'ned.to overcome the shorth)mlngs of gefined and well known context. Specifically wholl
traditional coordination models when used in ad ot gperating in ad hoc mode, coordination should ol
networks. The PeerSpaces model does not assume  ,oume the existence of any central authority, sind
| any centralized structure. ‘Instead, it fosters a PeeI the permanent availability of this node can not i
“w‘d‘u to peer style of computation, where any connected yranted. Communication should also be uncouplel
| . . .
0 n9de has the same ca.pabﬂltles. Mot'nle devices ¢a1l ip time and space, meaning that two communicalli]
| discover each other using 2 decentralized lookup ser-  entities do not need to establish a direct connectld
vice and then communicate using remote primitives. o exchange data nor must know the identity of oull
The paper presents the PeerSpaces model and gives  ther.
its operational semantics in terms of a process cal-
118, OP% tlo'na 3 v P Recently, shared space coordination models, i
culus. Besides a formal specification of the model, % X A )
; ¢ spired by Linda [11}, are being considered for comil
the semantics presented in the paper supports formal % . e . i
A ot s . nication, synchronization and service lookup in i
reasoning about applications built on PeerSpaces. . N i
bile computing systems. The generative communii
tion paradigm introduced by Linda is based on Il
1 Introduction abs.tractx.on of a t}xple space. Pr.ocesses communl(l
by inserting, reading and removing ordered sequoiif
Recent advances in wireless networks and portable O.f dat'a ifrom this space. Tuple ret'rievin.g is assoclil
hardware technology are making mobile computing since it 1 based on a pattern against with a maldll
possible. Nowadays, users carrying laptops, personal tuple is no.n—determllmstlcally chosen from the i
digital assistants (PDAs) ot cellular phones can con- If a matching tuple is not found, the caller prot
is suspended until such tuple is posted.

tinue working independently of their physical loca-
tion. In the more traditional scenario, these users Communication in Linda presents many charnul
istics that are desirable in mobile settings. Parl

rely on a base station in the fixed network to route
messages to other devices. Recently, with the ad- larly, communication is asynchronous and uncolij!
vent of ad hoc networks, these devices can also de- in time and space. Communicating processes do

Abstract

. In PeerS i
\por is organized as follows. In Section 2 the namé OI;aac;s(;tﬁ; I}llinle The il Mt s
11 ly p.resent the PeerSpaces model, includ- infinite set H of pOSSibSI s.hThe gt o
i?s:g:hg;als, concepts and primitives. In e
Vi plve the formal semantics of the modelin G i
o : roups Hosts i
g 131;2;%; ::irgzegffic;gl fr}lxedw—lcalculus. in groups. Each ;101}: 11122 ielnz:-ﬁek;ilgauy g
i Supportz fe , t:le se- tain subgroups, creating a tree structur:m'lI‘zlso -
il npplications built on PeerSOrm rea_ ?f g el ) e
. e pe ivavzes. In ifies the path from the root group,g:u' -t(,)iril)ej lt:l:ft A
P e prt()ipi In whf:re the host is located. For example, th T
B e model (pucminas, cs,proglab) denotes the It tup‘le
oncludes the the proglab group, which is a sub, g b i
cs, which is nested in the root grotgli)o‘;fc;?:;: gl"ll‘)v‘ig
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as long they are not Remote Primitives Crucial to the scalability and
oups are used in efficiency of any coordination model for mobile conls
f Jookup queries. puting systems is the design of the remote operationf:
Thus, from the beginning PeerSpaces departs fronl

the idea of providing seamlessly access to a global

| and centralized space- Instead, there areé primitived
| \\“\N“M\ . ) that operate in the remote space of a well-known ol
| Network Mobile hosts in the model are connected  p. out h,v; in b, p, T an dxd h,p,z, where v s & tuplo,
. . : » s , Py D T

by & wireless and ,a(_j hf)c neWork. As usual %n such pisa pattern and = is & variable. These operationf
netwgrks, connectivity 18 transient and determined bY 3re merely remote implementa.tions of the traditional
the distance among h,OStS‘ QOnsequently, ﬂ}e topol- 1 ipda primitives and thus does not impact in the over:
ogy of the network is continuously changing- In ) performance of the system.
PeciSipaces, & network with hosts hayhz, 2B e As their local counterparts, the remote inh,p,@

chronous and thuf

noted by: and rdh,p; T primitives are syn
block until host h is connected and a matching £
hig, [Py 7l | haga| P LI | Bng. [P Tl B ple is available. Basically, these operations are used

when a process needs & information from 2 remold
where g1,92:- 9 W78 the group of the hosts and y ot to proceed its execution or wants to know thal

E: Hx His a relation representing connections .
i R a host 1s around.
The presence of a pair (hs hy) 10 E, . . e
indicates that host hs is in As its local version, the remote out h,v primitive i
with host This r ela:ti s asynchronous. The primitive is used when a procetl
N nfigurations in wants to leave 2 information to be consumed latol
ther host. In order to model its asynchronoul

in ano
behaviour, the operation is executed in two steps. Il

N the first step, a tag is added to the tuple v to indicatd

PeerSpaces also defines a set of primitives to s~ : .
T . . that it should be transfer as soon a8 possible to the

semble applications using the previous defined con- -

cepts. We spen d the rest of ¢his section describin destination host h. The tagged tuple, denoted by Vi
sulc);hs : rim?t'f: & s then outputed in the local space of host R’ thal
P AV requested the operation. In the second step, tuple
vy, I8 transfered to the space of host h as soon 33 it 18

connected to R' and the tagis removed from the tupld
Since both steps are not atomic, while the tuple i

3

groups can have the same name,
subgroups of the same group- Gr
“W“\\\m PeerSpaces to restrict the scope ©
i The idea is whenever possible t0 look for resources

i

i

i ‘“w“‘ only in the hosts that are members of a specific group-
il
‘w‘”ﬂ‘

il In group i
. g are copied asynch:
Wnoce ynchronously to the 3 :
i puem: f:he };();t that has called the operation Formal Semantics
- ntics of PeerSpaces d )
ilie routin, 0es not assume an The ultimate goal
g proto : Y i goalonon i
1 lon, Howeveli thzoiefgr propagation. of lookup ordination middleware forrzzee;lrch i e
ltgol used in a real im 1: HEICH Teduisesc et gy systems. In order to achieve thisoc n;mblle computing
| L., should avoid 102 mentation must be loop defined the formal semantics of Pgoa o gty
ilon, Most of the algoriff)lf . ilhe propagation of P%¢ of the semantics is twofold e&;Spaces.. ity
il for multicast routing in mj }f at have been pro- 2 solid and precise foundation fo. i S
property [12, 16]. B f0iad o ptmoris achieve the model. Secondly, it can sup rolln? argign
i about applications built on to P fr Orm'al reasoning
tions. p of those implementa-
3 The formalizati
il lnuous 1 .. i malization present
Queries Often it is useful to query atioﬂal semantics based onecih’;ex:s use}: an oper-
cal chr
culus [17]. The m-calculus is goﬁ b;;;guss 7:
It

, of hf)sts for a resource and keep the que

i until such resource is available. InCl t}fl}sl provides @ small, Sl anc

s expressive concurre;
nt

J, o client does not Sram. ar m
b need to periodical programming 2
I queries to detect ne ically send e e T
w resources that may b T m. ou.r semantics is the use of ° t}lre fmm
- munication instead of channel-b dgeneratwe e
-based communication

t,\', nvailable since the last query was issued. I
lipaces, lookup queries that remain active :after; The same idea has been expl :
aterfiraly xplored in depth in other

i
It first i
| execution are called continuous queries,

il “ |
i
i

i

W‘
‘ among hosts.
denoted by hi 1 hj,
communication range
in continuous change to reflect reco

the network.

iy first fundament. .
al que: ; . Table :
B o ctop thqe mstfltiﬁ eriia«r.dmgfcontmou‘ﬁ guage V%Ieszsﬂslmarlzes the syntax of our core lan:
W, ) . oice O i - ume a i j =
| :V: :: revoke queries explicitly is not su?ci:l;rlleg ia to name hosts and Iooigl?)n;t:ej?t HMOf s
ettings, since unpredictabl N and r range 8 ies. Meta-variables h

B o) can disconn e reconfigurations ge over H. Basic values, ra
ect the A and g, ¢ , ranged over b;

y from any host in cha,rginge ;1;)::( 2hatt_ issued the  dere g ’se:l’l‘;‘lsctes"ifna“l‘es and tuples. Tuples are };rv
C i o
uting it. For T is a multiset of t‘s;;lezs (&}é ’z;) A tuple space
‘ use the symbol ? € H

(uhson, continuous ies i
queries in PeerSpaces h
“ @
1o parameter, used to automatically ga.lrbagevceolaL dmcEthedalln
> ed value.

© :;.l:riy a.ft;r i:ls expiration. Continuous lookup
ssued addi ifeti
ing the lifetime ¢t to the find Prog == N,E,X

\ “‘\NW‘ i
L

Local Primitives The local tuple space of any

host is accessed using the traditional in, rd and
out primitives from Linda. Furthermore, there isa “misplaced” in the source node it can be retrieved i
chgrp g primitive, used to change the group of the an operation like invs. For example, this operatioll ; ¢: find g,p,t. This primitive will search th N
can be called by 2 garbage collector process in chalfl it group g for all currently available reso . P Ll
e the connectil g pattern p and for resources that ma;rg(f: H w= heP,T)
P u= 0| P|Q|!P| (vz)P | outw |

one specified by tuple g
of reclaim tuples that are waitin;
£ thei Ao = wynilable in ¢ unit ;
of their destination host for a long time- ! its of time after the query was
inv,z.P | rd v,z.P | fi
. nd g,p,¢ |

Process Mobility Processes in PeerSpaces are mo-
bile in order to model the behavior of mobile agents.
A mobile agent is @ process that can move among chgrp g | move h.P
sites carrying computation and accessing resources lo- the remote operations described above have little Wi
‘\‘\“H‘M‘\‘H i cally. In wireless environments, agents are 2 powerful since & mobile host may pot know in advance (I
| ‘\““\w\\“‘\\\w‘\\\\\\wﬁ\\‘\ design tool to overcome latency and to embed au- name h of a service provider in its current netwol
| ””\\\”\\“\‘\‘\\\\““\“ tonomous computations [15). In the model, the prim- Moreover, since the system is designed to suppdl
W“\ itive move h.P'is used to move & process t0 node h, operation in ad hoc mode, the lookup service U
m where its execution continues as pP. If host h is pot not be centralized in 2 single host, but must be il
g the federation of connected devid

Il
i
i connected, the operation blocks until the connection tributed alon:
[
we decided In order to accomplish such requirements, thers

current host to the

» cl(:nd funfiax?ental question raised by contin-
L“Ii p queries is how to handle engagement of
| E;O:Ed I.n Sl}llch situations, the set of queries
10 in the new host should
| In PeerSpaces, this bl i
5 synchronization fa
B ion follows a A i
| ; e program is com
e ];;& :y s:u;;];ose the en- lation £ and a global.)lo'j:;,i obfy deael iy
. : e : :
e gowned by FE: H x H represents the connna::I'le'S e
e A ne of t.he work. The names used ov s bl
gate it to its tem are recorded in the se: T; e
, ensuring their unicity.

i1 and so on, until th i

i i e query is propagated to i

i the group. The same occurs with queries Rech fges iz memg o< S0ln g il
a run-

Lookup Primitive Without 2 lookup primill
Table 1: Syntax

‘\\“\\:‘\‘\\\

Il
o
\ | of such host. Tor the sake of simplicity,
\\‘W\ww to support only mobility of single processes. Support  in PeerSpaces the following primitive: find g,P- il
i to multithread mobile agents can be added with some rimitive queries hosts in group g for tu les matcll by i i
‘ \\ g P q group ¢ p i host nin
‘ D e p in & istabated way. A1l matching i , . 1;1 lg:;;fp gqand t.hat do not exist in aregrggzzzsif ;“d 3 lgcal tuple space T'. Processes
: > query is propagated - and Q. Simi )
nother its remaining lifetime is ﬁcmzrefsobmy the simplest term of our langﬁi;etc.) t?}‘f m-calculus,
cess 0, which denotes is the inert pro-
a process with no behavi
avior at

1l
)

effort, as showed 1n (5]-

i tion host.
‘ 11 twe
al The term P ‘ Q denotes 0 processes runni
ng
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Reductions
Linda Primitives -
hg[outulP,T]lN,E,X — hg[P,vUT]lN,E,X

IN,E,X — hol P{/s} | @ TV N, B X (L2)

: 'U T
hg[m'u,:c.PtQ,v u T} o s h]g[P{,u’/x)lQ.'v’UT]lN,E’X )

helrd v,z.P | @, o U T
The rules are subjected to the following side conditions:
(L2) ifv< V'

(L3) ifv<y

Structural Congruence Rules

C1 vz) (vy) P = (vy) (ve)P  (SCH)
f;gjﬁy ((202)) (I’E)Qﬂ(uz)PE(uz)Q g(gg
.(P\—QHREPI(QlR) (8C3) wz)(PIQ=P|¥a)Q
PlO=P (SC4) "

P=0= hylP,TI = hlQT) (SC8)

ho[(vz) P, T||N,E, X =hy[P, T|| N, E,zUX (5C9)
he|P, T} | N E,XEN\hg[P,T],E,X
The rules are subjected to the following side conditions:
sc7) ifx ¢ fn(P)
ESCQ) if z#h, ¢ fa(N), = ¢ X
Pattern Matching Rules

vy <‘u'} 'u,.<v'ﬂ
vsv TSV (vl...vn)ﬁ(m...vn)
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i

wtions

Hpaces Primitives

WP|Q T Wg[P TN, E, X —
[0, 1) | Wg[P| P, TV N, E, X

el o',p ¢ | P,T)| N, E, X — he[(vk)P, (k,¢',p,t,h) UT] [N, E, X (P1)
\Whgrp o' | P,T)|N,E, X — hy[P,T]|N,E, X (P2)

P3)
Propagation
(k,g",p,t, ) UT] | W y[P, T]|N,E, X —
\ (kg p,t, ) O T) | W [P' | P, (kg",p,t,R) UT'} | N, B, X Q1)
rk Reconfiguration
/
%~ N 7. (1)

o
Iiles are subjected to the following side conditions:
| ifh1 A

Matching Rule

’
91 =01 ..- 9n =Gn

Lo gn) 2{g1 - Gn--- Gm)

if (R 1K) N (9" 2 g') A ((k,g" p,2,h) € T') A P" = !(xd p,z.0ut h,z)

processes can be syntactically rearranged in order

Table 2: Core Language Operationa.l_Semantics

Table 2 summarizes the core lan.guage semanticl|
which is basically Linda with multiple Ituple spaﬁel.
A reduction N, E, X — N, E', X de_ﬁnelas tow
the configuration IV, E, X reduces in a singie ; ofl
computation to N ' E', X' Initially, there are rfﬁ Tl
reduction rules describing the eﬁ.ectis'on th(}el co tg:
ration of each standard Linda primitive. The oulpl
operation, out v, asynchronously depo.sxts a tuPpe Jl
the local space (rule L1). The input, In v, ,1an
read, rd v,z.P, operations try to locate a tuple

in parallel. The term | P denotes a infinite nungbiecli
of copies of P, all running in para11e1: Thfe r«;s ;nd
tion operator (¥ z) P ensures that x is 2 :,esnnda
unguessable name in the scope'of P. Similar to 'dle ac:
the primitive operations out, in and rd provi o
cess to the local tuple space. Since the ou‘t opera o
is asynchronous it does not have a contlnue.mtlf)? eS.
The same happens to the find and chgrp primitives.
We assume that non-continuous 190kup queries can
be simulated by defining the lifetime equal to zero.

Finally, the move operation simulates the behavior
g

. M. A
d mobile agents free occurrences of T are substituted for v’ in P
of single thread moblie el i

noted as P{v'/z}. In the case of the input, the tupl

i i he space.
The operational semantics of our calculus is sum- is removed from the sp

marized in Tables 2 and 3. The semantics is defined in
terms of a reduction relation —, a structure congr\}ll~
ence = between processes and a set of pattern match-

ing rules.

The next set of rules defines & structural congrug
relation = between processes (SC1 to SC7) and h
(SC8 to SC10). As in the n-calculus, such rules de

that matches v (rules L2 and L3). If one is found, |

»w the application of reductions. In such rules,
yiite fn(P) to denote the set of names free in
i P. The definition of pattern matching, written
', allows for recursive tuple matching. Values
nly if they are equal or if the unspecified value
n the left hand side.

hlo 3 extends the core language with the prim-
| proposed in PeerSpaces. The findg/,p,t op-
il deposits a tuple representing a service lookup
¢ I the local space (rule P1). Such query is a tu-
¢ format (k, ¢',p,t, h), where k is a fresh name
Idlentifies the query, ¢’ defines the group where
jory will be performed, p is a pattern for the
yervice, ¢ is the lifetime and h is the name of
t host. The operation chgrp g just changes
p of the current host to the one specified by
{rule P2). If such group does not exist, it is
[, The move h'.P operation changes the loca-
the continuation process P to host k' if this
nected (rule P3). Otherwise, the operation
blocked until the engagement of h'.

flon rule Q1 defines how lookup queries are

Table 3: PeerSpaces Operational Semantics

propagated in the network. Basically, any host that
holds a query (k, g”,p,t, k) can propagate it to a con-
nected host A’ in group ¢’, if g matches g’ and the
query is not yet present in A’. If such conditions are
satisfied, the query is inserted in the local space of h’
and a process P is added in parallel with the other
processes running in this host. This process contin-
uously read tuples matching the pattern p and then
use a remote output operation to send the results to
the local space of the host h that has issued the query.
Query propagation can be interleaved with any num-
ber of reductions representing primitive operations.

Furthermore, since queries are stored in the local and

persistent tuple space, rule Q1 also handles propaga-
tion to matching hosts that further join the network.

The last reduction rule introduces a new type of
reduction = used to describe reconfigurations in the
network and consequently in the connectivity rela-
tion E. Basically, this rule dictates that changes in
E should be propagated to the current configuration.
However, we left = reductions unspecified in the se-
mantics, since they are dependent on the physical lo-
cation of each host and on technological parameters




Remote Primitives
hylout K, | BT | N, E, X = hol
hyP,uw UT] | WP TN, B, X — hoPT}| B
holin ', pz.P | P, TIIN, E, X —

hgl (v k) (move h'.in p,y.move h.out (k,y) | in (k,p)
helxd W, p,z.P | P,T||N,E, X —

hy[ (v k) (move h'.rd p,y.move h.out (k,y) | in (k, p)

P,uw UT}| N, E, X
P wUT)IN,E X, ifh1 K (R2)

,zP)|P,T),E, X

z.P)| P, T],E, X

(R1)

(R3)

(R4)

Table 4: Remote primitives semantics

of the subjacent network, such as network standards,
power of the transmitters of each device etc.

There is also a special pattern matching rule for
groups names. Two groups g and g’ matches, writ-
ten g <X ¢ if all subgroups in g are equal to equiv-
alent subgroups in g/, which can also have extra
nested subgroups. For example, (pucminas,cs) =
(pucminas,cs,proglab), which means that queries
sent to hosts in group (pucminas, cs) will also be per-
formed in hosts of the group (pucminas, cs, proglaby).
Similarly, (pucminas) = (pucminas,cs,proglab),
but (pucminas, eng) A (pucminas,cs,proglab). The
extra flexibility of group matching makes unnecessary
the use of the unspecified value in such rule.

3.1 Remote Operations

Table 4 defines the semantics of the remote opera-
tions. As described, remote output in PeerSpaces is a
two step operation. The first step deposits the tuple
v with a tag h, denoted by vp, in the local space (rule
R1). In the second step, this tuple is routed to its fi-
nal destination k', when this host is connected to the
network (rule R2). The remote in primitive can be
explained as a process that moves to the remote host
h to perform a local in (rule R3). When a matching
tuple is found, this process returns to the issuing host
K’ and outputs the value removed with a key k that
identifies the operation. A parallel process that was
blocked removes the value and continues as P. The
remote rd follows the semantics of a remote in (rule

R4).

3.2 Garbage Collection

In order to garbage collect continuous queries should
exist in each host a process that continuously decre-
ment the lifetime of queries stored in its local space.

If the lifetime of a query reaches zero, the garbage col-
lector should discard the query end kill the process in
charging of executing it (process P" of rule Q1, in
Table 3). For the sake of simplicity and readability,
we decided not to add the garbage collector procest
in the semantics.

4 Properties of the Model

In this section, we use the described semantics to
prove two fundamental properties of PeerSpaces.

Proposition 1 A lookup query can reach any con
nected member of its target group before its expira:

tion.

Proof: Directly from rule Q1 (Table 3), which
assures that a query can be propagated to any hosl
I rteachable from the issuing host h and that It

member of the query target group.

However, accordingly to the best effort semanticl
adopted in PeerSpaces, we can not guarantee that i
lookup query will be propagated to all hosts of iln
target group. For example, a host can join and leavt
the network without a reduction Q1 being called {0
propagate a lookup query to it.

Proposition 2 There are no loops in the propagd:
tion of lookup queries.

Proof: We assume that all communication links are
bi-directional. The proof is by induction on the lengli

of the loops.

e Basis: The smaller possible loop in any netwoill

has length two. Consider a loop connecting hoil

hy and hy and a lookup query ¢ issued by /i

4

it
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We can use i ¢
N Or::\,gl ttl?epsriz];agatg.t?e query from includes a Linda-like shared data space implemen
. propa;aﬁon Oft<1:;)n ition of rule Q1 tation, called JavaSpaces [10]. Once more. she :
B g ) e query baclf to h1, tem assumes that the data space resides i ’ s
g y in the tuple space of this host. server, which precludes its utilization w}llr;na oceﬂtle
Lng ir}ll ad I.IOC mode. The same problem is sl:}’:;rraed
T}é ;:C :;- E:Ql;nt/server implementations of Linda, like
] . : . Lime [21, 18] introduces thy i i
L &:t:ﬁvjs jﬁi}fé QS;sg?ze a ldoop of size n + 1. slllared data spice to Linda. IreA :ﬁzlzlogiltr:::ﬁeizy
- = rwarl a lookup query to bile host has its own tuple space. The c’ontents o;
i 7; by’es'é;f, .IiShincan also consFruc‘t a l(?op the local spaces of connected hosts are transparentl.
- 7 by et Hog a commumca.twn ll.l'lk merged by the middleware creating the illusion of .
: hypothesisnwe Canlr.mt :vever, by the inductive globa_l and virtual data space. Applications in Lim:
- ,Smce nn ‘Il)erop?gaif the query from  perceive the effects of mobility by atomic changes in
i S f;;lo mi is the same, we can the contents of this virtual space. However geve
i o mrecets i o bl t(? hy. Thus, it is when used in a small federation of hosts the; n
! eate a loop of size n + 1. problems of transiently shared spaces art; efﬁcilélr?;l;
z:p;osition 2 is fundamental to assure that queries :}1’1:(:}5;:::::::: . The' re:ls Bt
L r— on required to assure i
e t}; svzﬁia.:gz;dl Ozlo;lgt lfhe. ;etworlf. the virtual space. Particularly, quer;hspﬁx;:l;tf: rcxi,uotf
B it o 20, eh51 eh condi- run as a distributed transaction to retrieve matchi:
B s ek ok cache the keys tuples. Moreover, the model allows users to defi .
l y broadcasted. destination tuple space of an outputted t(il (lee n?I‘tlil'e
leads to the notion of misplaced tuples i.s. ‘tu lelz
that are temporally in a wrong tuple s;’)ace 7wuifin
for the connection of its target host. Thus, the hos%
eng‘agement protocol also requires a distribu;:ed trans-
action to deliver misplaced tuples. Finally, disengage-
ments in Lime should be announced, in <’)tder to %e—
move event handlers placed at remote hosts. A service
dl:%covery and provision system for ad hoc networks
built on top of Lime, is described in [14]. ;

¢ [nductive Hypothesis: Propagation of queries is
loop free for connectivity loops of size less or
tqual n.

- Related Work

I characteristics of PeerSpaces have been in-
liud in file sharing applications popular in the Inter-
, like Napster [19], Freenet [7] and Gnutella [13]
(loularly, the peer to peer network created b};
lilolla over the fixed Internet presents many prop-
oA that are in.teresting in mobile settings, like
Il :lgi c;nt;?:f; cox;)trol, self~organization and The sce?,lability and performance weakness of Lime
i o i s heel:SpaceS. is an effort to .have motivated the proposal of CoreLime [4], where
£ systemsp Th‘;scexcl a.racterlstxcs. to m?bile in name of simplicity and scalability the idea c’)f tran-
3 e the - plains ?he c.hom.e of Linda Siently share.d spaces is restricted to the set of mobile
i Ii,\ ; g coc?gdmaftlon mfrastruc— agents runl'ung in a host. Another work proposing
i o édva . escribed in Se.ctxon 1,it an alternative semantics to the notion of transientl
" in mobile compﬁt?r%js S;;u;;ng IIde:dbased iy :
1 g ems. n a ition, PeerWare [8] i
3 x:l::tfnt)(:n sléa;‘tileliza(;i; em<:>dels dlﬁelregtiates the Well—knov[vn] :roal:l]s;iei)fr?isz. at’;‘el'zpst :to e
R interpretation, . deée : guery is Just.a lies on the notion of global and virtual dztaentl' !
,ﬁ, e ned by each node in ::im;ec iGVDS)A Each node in PeerWare has asl::;
e A ) ata structure in the form of a fore:
1. port 5 d;ar?:;io: i::cénf::fﬁucwre that t.he .leaves are the shared documents,sfl‘iist:::z;x?:r'e
B R0 5] Fowover, the systam 5 Tha CVDR st e iraditonsl e oens.
. - Th created by the system i & i .
" Wh;ec };)fr :S tcr?g;srailtsse;::rtzonl‘;x;o‘i}li: issltlon” of th'e local trees ofyconnecst:gepeil::.er’lll‘;ﬁ:
_» #tation support. The Jini framework also M&irggjraaj:?;l eaxfnc ::1: (IJFrI:)}z;;’i:r)l :)lfli‘}‘l: }g'fllggsdan
e-

"




termined by functions Fn (that filters nodes) and Fd
(that filters documents). The novelty is the recogni-
tion that global atomicity is an impractical assump-
tion in mobile settings. For this reason, the model has
variants of its operations that do not assume atom-
icity. However, the GVDS abstraction only makes
sense if consistency is granted, which requires atom-
icity. If the model does not assure the consistency of
the GVDS, it is reduced to remote evaluation.

Laura [24] is a shared space based language with
service lookup primitives. It is centered in the notion
of a service-space containing forms describing offers,
requests and results of services. The system how-
ever is targeted to open and wide area distributed
systems. The formal semantics presented in Section
3 of the current paper resembles the Ambient Cal-
culus [6]. Unlike the Ambient Calculus, PeerSpaces
adopts generative communication primitives and sup-
poses the existence of a dynamic relation representing
the configuration of the network.

6 Conclusions

In this paper we have presented and formalized
PeerSpaces, a coordination model for mobile comput-
ing systems. The model was designed to overcome the
main shortcoming of shared spaces coordination mod-
els when used in ad hoc wireless networks — the strict
reliance on the traditional client/server architecture
— while preserving the main strengths of such models
— the asynchronous and uncoupled style of communi-
cation. Each mobile host in PeerSpaces has its own
tuple space, used to local coordination and to adver-
tise services to other hosts. Hosts in the model can
discover each other using a decentralized lookup ser-
vice and communicate using remote primitives. The
design of the model has privileged observance to ad
hoc networks principles. As usual in such models,
transparency is sacrificed in name of scalability and
soundness.

PeerSpaces can be used as the building block of
ad hoc mobile systems like file sharing, groupware,
mobile commerce and message systems. A prototype
implementation of PeerSpaces is described in [20].
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